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Sequence-to-Sequence tasks using RNNs and
Attention

Employs a different context at each time step of decoding

No more bottleneck-ing of the input
Decoder can ‘attend’ to different portions of the input at each time
step
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